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(57) ABSTRACT

A method, apparatus and computer program product for per-
forming multicast Backbone Media Access Channel
(BMAC) header transformations is presented. A packet hav-
ing a header is received at a network node. The header is
modified to produce a packet having a modified header by
replacing an original value inside the header with a less
granular value. The packet having a modified header is for-
warded into a transport network.
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RECEIVING, AT A NETWORK NODE, A PACKET HAVING A
HEADER

THE NETWORK NODE COMPRISES ONE OF THE /
GROUP CONSISTING OF A BACKBONE EDGE BRIDGE
(BEB) AND A BACKBONE CORE BRIDGE (BCB)

302

304

306

THE PACKET COMPRISES A SHORTEST PATH /
BRIDGING (SPB) MULTICAST PACKET WITH A MEDIA
ACCESS CONTROL (MAC)-IN-MAC HEADER

v

MODIFYING THE HEADER TO PRODUCE A PACKET
HAVING A MODIFIED HEADER BY REPLACING AN
ORIGINAL VALUE INSIDE THE HEADER WITH A LESS
GRANULAR VALUE

REPLACING A SERVICE INSTANCE IDENTIFIER (I- /
SID) IN A BACKBONE MEDIA ACCESS CONTROL
DESTINATION ADDRESS (BMAC-DA) WITH ANOTHER
VALUE

THE ANOTHER VALUE COMPRISES ONE OF THE
GROUP CONSISTING OF AN I-SID OF A /
BACKBONE SERVICE INSTANCE TAG (I-TAG) OF /
THE HEADER, A VALUE CONFIGURED ON THE
NETWORK NODE, AND A VALUE LEARNED
THROUGH A CONTROL PROTOCOL

308

310

312

314

or

REPLACING A NICKNAME IN A BACKBONE MEDIA /
ACCESS CONTROL DESTINATION ADDRESS (BMAC-
DA) WITH ANOTHER NICKNAME

316

or

REPLACING A SERVICE INSTANCE IDENTIFIER (I-
SID) IN A BACKBONE MEDIA ACCESS CONTROL
DESTINATION ADDRESS (BMAC-DA) WITH ANOTHER /
VALUE AND REPLACING A NICKNAME IN A
BACKBONE MEDIA ACCESS CONTROL DESTINATION
ADDRESS (BMAC-DA) WITH ANOTHER NICKNAME

L]

FORWARDING THE PACKET HAVING A MODIFIED HEADER

318

N Y Y)Y )M

FIGURE 8
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1
METHOD AND APPARATUS FOR
PERFORMING MULTICAST BACKBONE
MEDIA ACCESS CHANNEL (BMAC) HEADER
TRANSFORMATIONS

BACKGROUND

Computer networks have become ubiquitous. One type of
network technology is known as Shortest Path Bridging
(SPB). SPB in computer networking is a technology that
greatly simplifies the creation and configuration of carrier,
enterprise, and cloud networks which virtually eliminates
human error, while enabling multipath routing. SPB allows
all paths to be active with multiple equal cost paths, provides
much larger layer 2 topologies, faster convergence times, and
improves the use of the mesh topologies through increase
bandwidth and redundancy between all devices by allowing
traffic to load share across all paths of a mesh network.

In an SPB network packets are encapsulated at the edge in
Media Access Control (MAC)-in-MAC and transported only
to other members of the logical network. Unicast and multi-
cast are supported and all routing is on symmetric shortest
paths. Many equal cost shortest paths are supported. As SPB
networks become more widely deployed, it is anticipated that
network operators would try to connect multiple indepen-
dently operated SPB networks to one another in a peering
model.

One reason for connecting multiple independently oper-
ated SPB networks to one another is to provide transport
services that interconnect multiple segments of a private SPB
network. Another reason is to break up a large SPB network
into multiple smaller SPB networks for reasons of scale, ease
of administration, and the like.

In such scenarios a mechanism is needed that allows the
number of node, services and the resulting multicast forward-
ing state in each SPB network to grow independent of the
limitations of the other SPB networks that it might be con-
nected to. Left unaddressed this can cause an unmanageable
explosion in the multicast forwarding table size.

SUMMARY

Conventional mechanisms such as those explained above
suffer from a variety of deficiencies. One such deficiency is
that the conventional solutions target either a single flat SPB
network or they use a transport network along with additional
transport encapsulation when connecting multiple SPB net-
works together. The use of a single flat network exposes all
nodes in the network to increased forwarding information
base (FIB) sizes as services get added and additional encap-
sulation implies added extra overhead to the packet sizes.

Embodiments of the invention significantly overcome such
deficiencies and provide mechanisms and techniques that
provide multicast Backbone Media Access Control (BMAC)
header translations. The use of the presently described
mechanisms and techniques results in less forwarding state in
the transport network.

In a particular embodiment of a method for providing
multicast BMAC header translations, the method includes
receiving, at a network node, a packet having a header. The
method further includes modifying the header to produce a
packet having a modified header by replacing an original
value inside the header with a less granular value. The method
also includes forwarding the packet having a modified header.

Other embodiments include a computer readable medium
having computer readable code thereon for providing multi-
cast BMAC header translations. The computer readable
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medium includes instructions for receiving, at a network
node, a packet having a header. The computer readable
medium further includes instructions for modifying the
header to produce a packet having a modified header by
replacing an original value inside the header with a less
granular value. The computer readable medium also includes
instructions for forwarding the packet having a modified
header.

Still other embodiments include a computerized device
(e.g. a network node), configured to process all the method
operations disclosed herein as embodiments of the invention.
In such embodiments, the computerized device includes a
memory system, a processor, communications interface in an
interconnection mechanism connecting these components.
The memory system is encoded with a process that provides
multicast BMAC header translations as explained herein that
when performed (e.g. when executing) on the processor,
operates as explained herein within the computerized device
to perform all of the method embodiments and operations
explained herein as embodiments of the invention. Thus any
computerized device that performs or is programmed to per-
form up processing explained herein is an embodiment of the
invention.

Other arrangements of embodiments of the invention that
are disclosed herein include software programs to perform
the method embodiment steps and operations summarized
above and disclosed in detail below. More particularly, a
computer program product is one embodiment that has a
computer-readable medium including computer program
logic encoded thereon that when performed in a computer-
ized device provides associated operations providing multi-
cast BMAC header translations as explained herein. The com-
puter program logic, when executed on at least one processor
with a computing system, causes the processor to perform the
operations (e.g., the methods) indicated herein as embodi-
ments of the invention. Such arrangements of the invention
are typically provided as software, code and/or other data
structures arranged or encoded on a computer readable
medium such as an optical medium (e.g., CD-ROM), floppy
or hard disk or other amedium such as firmware or microcode
in one or more ROM or RAM or PROM chips or as an
Application Specific Integrated Circuit (ASIC) or as down-
loadable software images in one or more modules, shared
libraries, etc. The software or firmware or other such configu-
rations can be installed onto a computerized device to cause
one or more processors in the computerized device to perform
the techniques explained herein as embodiments of the inven-
tion. Software processes that operate in a collection of com-
puterized devices, such as in a group of data communications
devices or other entities can also provide the system of the
invention. The system of the invention can be distributed
between many software processes on several data communi-
cations devices, or all processes could run on a small set of
dedicated computers or on one computer alone.

Itis to be understood that the embodiments of the invention
can be embodied strictly as a software program, as software
and hardware, or as hardware and/or circuitry alone, such as
within a data communications device. The features of the
invention, as explained herein, may be employed in data
communications devices and/or software systems for such
devices such as those manufactured by Avaya, Inc. of Basking
Ridge, N.J.

Note that each of the different features, techniques, con-
figurations, etc. discussed in this disclosure can be executed
independently or in combination. Accordingly, the present
invention can be embodied and viewed in many different
ways. Also, note that this summary section herein does not
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specify every embodiment and/or incrementally novel aspect
of the present disclosure or claimed invention. Instead, this
summary only provides a preliminary discussion of different
embodiments and corresponding points of novelty over con-
ventional techniques. For additional details, elements, and/or
possible perspectives (permutations) of the invention, the
reader is directed to the Detailed Description section and
corresponding figures of the present disclosure as further
discussed below.

BRIEF DESCRIPTION OF THE DRAWINGS

The foregoing will be apparent from the following more
particular description of preferred embodiments of the inven-
tion, as illustrated in the accompanying drawings in which
like reference characters refer to the same parts throughout
the different views. The drawings are not necessarily to scale,
emphasis instead being placed upon illustrating the principles
of the invention.

FIG. 1 depicts a network environment including a plurality
of private SPB networks using an SPB transport;

FIG. 2 depicts an SPB multicast MAC-in-MAC header;

FIG. 3 depicts a header having a Service Instance Identifier
(I-SID) swap in accordance with embodiments of the inven-
tion;

FIG. 4 depicts a network environment including a plurality
of private SPB networks using an SPB transport incorporat-
ing the I-SID replacement of FIG. 3;

FIG. 5 depicts a header having a nickname replaced in
accordance with embodiments of the invention;

FIG. 6 depicts a network environment including a plurality
of private SPB networks using an SPB transport incorporat-
ing the nickname replacement of FIG. 5;

FIG. 7 depicts a header having an [-SID swap and having a
nickname replaced in accordance with embodiments of the
invention;

FIG. 8 is a flow diagram showing a particular embodiment
of'a method for performing multicast BMAC header transla-
tions in accordance with embodiments of the invention; and

FIG. 9 illustrates an example computer system architecture
for a network node that performs multicast BMAC header
translations in accordance with embodiments of the inven-
tion.

DETAILED DESCRIPTION

The embodiments set forth below represent the necessary
information to enable those skilled in the art to practice the
invention and illustrate the best mode of practicing embodi-
ments of the invention. Upon reading the following descrip-
tion in light of the accompanying figures, those skilled in the
art will understand the concepts of the invention and recog-
nize applications of these concepts not particularly addressed
herein. It should be understood that these concepts and appli-
cations fall within the scope of the disclosure and the accom-
panying claims.

The preferred embodiment of the invention will now be
described with reference to the accompanying drawings. The
invention may, however, be embodied in many different
forms and should not be construed as limited to the embodi-
ment set forth herein; rather, this embodiment is provided so
that this disclosure will be thorough and complete, and will
fully convey the scope of the invention to those skilled in the
art. The terminology used in the detailed description of the
particular embodiment illustrated in the accompanying draw-
ings is not intended to be limiting of the invention. In the
drawings, like numbers refer to like elements.
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Referring to FIG. 1, an environment 10 is shown including
a transport network and a plurality of private SBP networks.
The transport network is used to connect multiple indepen-
dently operated SPB networks to one another in a peering
model. SPB technology is a protocol for building efficient
transport networks. SPB networks can transport data packets
without needing to examine customer information at every
node.

Referring now to FIG. 2, a conventional multicast MAC-
in-MAC header 50 is shown. A conventional multicast Mac-
In-Mac encapsulation header that is added to a given packet
by an Ingress Backbone Edge Bridge (BEB) can include two
fields (among other fields). One field is the destination Back-
bone MAC address (BMAC-DA) 52. The BMAC-DA is made
up of a 24-bit Organizationally Unique Identifier (OUI),
which identifies the Ingress BEB (nickname), and further
includes a 24-bit Backbone Service Instance Identifier
(I-SID) 54, which is specified in IEEE 802.1 ah. An I-SID 54
can identify a given data stream resource or service attach-
ment information, or otherwise distinguish services within a
PBB domain. A second field is a Backbone Service Instance
Tag (I-TAG) 56 specified to carry a 24-bit I-SID.

The 24-bit I-SID 54 and the 24-bit I-SID 56 carry the same
value in conventional Mac-In-Mac encapsulation, and iden-
tify the Layer 2 Virtual Services Network (.2 VSN) to which
the packet belongs. Switches in the SPB Network use (BV-
LAN, BMAC-DA) lookups to determine how to forward mul-
ticast packets.

Multicast traffic inside a SPB network is forwarded based
on a pair comprising a Backbone Virtual Local Area Network
Identifier, Backbone Media Access Control Destination
Address (BVID, BMAC_DA) based lookups where the
BVID represents a backbone VLAN and the BMAC_DA
represents a backbone MAC address. By way of the presently
described method and apparatus for performing multicast
BMAC header translations, the following packet transforma-
tions are utilized to reduce the number of multicast (BVID,
BMAC_DA) records that have to be maintained within the
transport network.

A first transformation is shown in FIG. 3. An SPB node
receives a multicast Mac-In-Mac packet 50a on a SPB-ISIS
(Intermediate System to Intermediate System) enabled inter-
face with a BMAC_DA as defined by 802.1aq/802.ah.

Based on the results of the (BVID, BMAC_DA) lookup,
this packet is forwarded on one or more SPB-ISIS enabled
interfaces. On some of the interfaces, the packet that is for-
warded is modified by Backbone Edge Bridge/Backbone
Core Bridge (BCB)BEB/BCB 60. This involves replacing the
1-SID 54 of BMAC_DA 52 with the I-SID 56 in the I-TAG of
the original packet and by replacing the I-SID 56 in the [-TAG
with the I-SID 54 in the BMAC_DA 52 ofthe original packet.
This transformed packet is shown as packet 505.

The conventional way of forwarding a multicast packet
inside the SPB Network does not change the [-SID 54 value in
the BMAC_DA 52 and I-TAG 56. The presently described
multicast packet header translation takes advantage of the fact
that the Multicast Encapsulation header as defined the stan-
dard (IEEE 802.1ah/802.1aq) includes the I-SID in two sepa-
rate locations, the first as part of the BMAC_DA 52 and the
second as part of the I-TAG 54. The forwarding in the core of
the network does not depend on the I-SID 56 value in the
I-TAG, so a more granular I-SID 54 value in the BMAC_DA
52 is swapped with a less granular I-SID from the I-TAG 56
and an intermediate transport network only sees the less
granular 1-SID 56 in the BMAC_DA 52 of the translated
packet 505 resulting in less forwarding state in the transport
network.
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Referring to FIG. 4 an environment 100 wherein the I-SID
swap described above has occurred is shown. A private SPB
network 102 is shown in communication with a shared SPB
transport network 112 and private SPB network 120 as well as
private SPB network 122. Private SPB network 102 has three
separate packet flows 106, 108 and 110, each having a respec-
tive I-SID. A BEB device (not shown) in private SPB network
102 has performed the I-SID translation described with
respectto FIG. 3, resulting in all three flows having a common
1-SID 104. I-SID 104 represents a FAT multicast tree that is
known to the shared SPB network 112. Forwarding in the
shared SPB transport network 112 depends only on the
BMAC-DA which shows only a single I-SID 104 for all three
flows. Flows 106, 108, 110 are known only to the private SPB
networks 102, 120 and 122 external to the shared SPB trans-
port network 112. The multicast forwarding table in the
shared SPB transport network 112 stays small in size even if
the private SPB networks 102, 120 and 122 have a large
number of flows. The translation is reversed as the packets
leave the shared transport network 112, resulting in the pack-
ets being returned to their original state.

Referring now to FIG. 5, a second transformation is shown.
An SPB node receives a multicast Mac-In-Mac packet 150a
on a SPB-ISIS (Intermediate System to Intermediate System)
enabled interface with a BMAC_DA as defined by 802.1aq/
802.ah. Based on the results of the (BVID, BMAC_DA)
lookup, this packet is forwarded on one or more SPB-ISIS
enabled interfaces. On some of the interfaces, the packet that
is forwarded is modified by BEB/BCB 160. This involves
replacing the nickname of BMAC_DA 152 with a different
nickname 154 as shown in packet 1505. The nickname 154
that is used is the nickname of the device that is forwarding
the packet. This transformed packet is shown as packet 1505.

The conventional way of forwarding a multicast packet
inside the SPB Network does not change the nickname value
in the BMAC_DA. Replacing the nickname in the
BMAC_DA as a multicast packet leaves one SPB Network
(or region) and enters another, allows the number of unique
BMAC_DA values seen in the other network to go down,
since it allows the boundary nodes to represent the multicast
state generated by multiple nodes in the other SPB network.

Referring to FIG. 6 an environment 200 wherein the nick-
name swap described above has occurred is shown. A BEB
device (not shown) in private SPB network 202 has per-
formed the nickname translation described with respect to
FIG. 5, resulting in all nodes 206, 208 and 210 having a
common nickname in the BMAC_DA. Forwarding in the
shared network depends only on the BMAC-DA which shows
only a single nickname for all three flows.

A third transformation involves the following. A SPB Node
receives a multicast Mac-In-Mac packet on a SPB-ISIS
enabled interface with a BMAC_DA as defined by 802.1aq/
802.ah. Based on the result of the (BVID, BMAC_DA)
lookup, this packet is forwarded on one or more SPB-ISIS
enabled interfaces. On some of the interfaces the packet that
is forwarded is modified by replacing I-SID in the
BMAC_DA with another value which could either be config-
ured on the node or learned through a control protocol. Also
the I-SID in the I-TAG is replaced by the I-SID in the
BMAC_DA of the original packet.

The conventional way of forwarding a multicast packet
inside the SPB Network does not change the I-SID value in
the BMAC_DA and I-TAG. The solution takes advantage of
the fact that the Multicast Encapsulation header as defined in
the standard (IEEE 802.1ah/802.1aq) includes the I-SID in
two separate locations, the first as part of the BMAC_DA and
the second as part of the I-TAG. But the forwarding in the core
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of the network does not depend on the I-SID value in the
I-TAG. Accordingly, a more granular I-SID value in the
BMAC_DA canbe swapped with a less granular [-SID which
could either be manually configured on the node or learned
through a control protocol.

Referring now to FI1G. 7, a fourth transformation is a com-
bination of the first transformation and the second transfor-
mation described above with respect to FIGS. 3 and 5. A
boundary node swaps the I-SID values in the I-TAG and
BMAC_DA and in addition replaces the nickname in the
BMAC_DA with its own nickname.

A flow chart of the presently disclosed method is depicted
in FIG. 8. The rectangular elements are herein denoted “pro-
cessing blocks” and represent computer software instructions
or groups of instructions. Alternatively, the processing blocks
represent steps performed by functionally equivalent circuits
such as a digital signal processor circuit or an application
specific integrated circuit (ASIC). The flow diagrams do not
depict the syntax of any particular programming language.
Rather, the flow diagrams illustrate the functional informa-
tion one of ordinary skill in the art requires to fabricate cir-
cuits or to generate computer software to perform the pro-
cessing required in accordance with the present invention. It
should be noted that many routine program elements, such as
initialization of loops and variables and the use of temporary
variables are not shown. It will be appreciated by those of
ordinary skill in the art that unless otherwise indicated herein,
the particular sequence of steps described is illustrative only
and can be varied without departing from the spirit of the
invention. Thus, unless otherwise stated the steps described
below are unordered meaning that, when possible, the steps
can be performed in any convenient or desirable order.

In a particular embodiment of a method 300 for providing
multicast BMAC header translations, the method 300 begins
with processing block 302 which recites receiving, at a net-
work node, a packet having a header. As shown in processing
block 304 the network node comprises one of the group
consisting of a Backbone Edge Bridge (BEB) and a Backbone
Core Bridge (BCB). As further shown in processing block
306 the packet comprises a Shortest Path Bridging (SPB)
multicast packet with a Media Access Control (MAC)-in-
MAC header.

Processing block 308 discloses modifying the header to
produce a packet having a modified header by replacing an
original value inside the header with a less granular value. As
further recited in processing block 310 modifying the header
involves replacing a Service Instance Identifier (I-SID) in a
Backbone Media Access Control Destination Address
(BMAC-DA) with another value. As further recited in pro-
cessing block 312, the another value comprises one of the
group consisting of an I-SID of a Backbone Service Instance
Tag (I-TAG) of the header, a value configured on the network
node, and a value learned through a control protocol. As
shown in processing block 314 in another embodiment modi-
fying the header comprises replacing a nickname in a Back-
bone Media Access Control Destination Address (BMAC-
DA) with another nickname. In yet another embodiment, as
disclosed in processing block 316, modifying the header to
produce a packet having a modified header comprises replac-
ing a Service Instance Identifier (I-SID) in a Backbone Media
Access Control Destination Address (BMAC-DA) with
another value and replacing a nickname in a Backbone Media
Access Control Destination Address (BMAC-DA) with
another nickname.

Processing block 318 states forwarding the packet having a
modified header. The packet is forwarded into a transport
network. Upon the packet exiting the transport network the
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translations may be reversed, so the exiting packet contains
the original packet information.

FIG. 9 is a block diagram illustrating an example architec-
ture of a computer system 110 that executes, runs, interprets,
operates or otherwise performs a multicast BMAC header
translation application 140-1 and multicast BMAC header
translation process 140-2 suitable for use in explaining
example configurations disclosed herein. The computer sys-
tem 110 may be any type of computerized device such as a
personal computer, workstation, portable computing device,
console, laptop, network terminal or the like. An input device
116 (e.g., one or more customer/developer controlled devices
such as a keyboard, mouse, etc.) couples to processor 113
through /O interface 114, and enables a customer 108 to
provide input commands, and generally control the graphical
customer interface 160 that the multicast BMAC header
translation application 140-1 and process 140-2 provides on
the display 130. As shown in this example, the computer
system 110 includes an interconnection mechanism 111 such
as a data bus or other circuitry that couples a memory system
112, a processor 113, an input/output interface 114, and a
communications interface 115. The communications inter-
face 115 enables the computer system 110 to communicate
with other devices (i.e., other computers) on a network (not
shown).

The memory system 112 is any type of computer readable
medium, and in this example, is encoded with a multicast
BMAC header translation application 140-1 as explained
herein. The multicast BMAC header translation application
140-1 may be embodied as software code such as data and/or
logic instructions (e.g., code stored in the memory or on
another computer readable medium such as a removable disk)
that supports processing functionality according to different
embodiments described herein. During operation of the com-
puter system 110, the processor 113 accesses the memory
system 112 via the interconnect 111 in order to launch, run,
execute, interpret or otherwise perform the logic instructions
of a multicast BMAC header translation application 140-1.
Execution of a multicast BMAC header translation applica-
tion 140-1 in this manner produces processing functionality
in the multicast BMAC header translation process 140-2. In
other words, the multicast BMAC header translation process
140-2 represents one or more portions or runtime instances of
a multicast BMAC header translation application 140-1 (or
the entire a multicast BMAC header translation application
140-1) performing or executing within or upon the processor
113 in the computerized device 110 at runtime.

It is noted that example configurations disclosed herein
include the multicast BMAC header translation application
140-1 itself (i.e., in the form of un-executed or non-perform-
ing logic instructions and/or data). The multicast BMAC
header translation application 140-1 may be stored on a com-
puter readable medium (such as a floppy disk), hard disk,
electronic, magnetic, optical, or other computer readable
medium. A multicast BMAC header translation application
140-1 may also be stored in a memory system 112 such as in
firmware, read only memory (ROM), or, as in this example, as
executable code in, for example, Random Access Memory
(RAM). In addition to these embodiments, it should also be
noted that other embodiments herein include the execution of
amulticast BMAC header translation application 140-1 in the
processor 113 as the multicast BMAC header translation pro-
cess 140-2. Those skilled in the art will understand that the
computer system 110 may include other processes and/or
software and hardware components, such as an operating
system not shown in this example.
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During operation, processor 113 of computer system 100
accesses memory system 112 via the interconnect 111 in
order to launch, run, execute, interpret or otherwise perform
the logic instructions of the multicast BMAC header transla-
tion application 140-1. Execution of multicast BMAC header
translation application 140-1 produces processing function-
ality in multicast BMAC header translation process 140-2. In
other words, the multicast BMAC header translation process
140-2 represents one or more portions of the multicast BMAC
header translation application 140-1 (or the entire applica-
tion) performing within or upon the processor 113 in the
computer system 100.

It should be noted that, in addition to the multicast BMAC
header translation process 140-2, embodiments herein
include the multicast BMAC header translation application
140-1 itself (i.e., the un-executed or non-performing logic
instructions and/or data). The multicast BMAC header trans-
lation application 140-1 can be stored on a computer readable
medium such as a floppy disk, hard disk, or optical medium.
The multicast BMAC header translation application 140-1
can also be stored in a memory type system such as in firm-
ware, read only memory (ROM), or, as in this example, as
executable code within the memory system 112 (e.g., within
Random Access Memory or RAM).

In addition to these embodiments, it should also be noted
that other embodiments herein include the execution of mul-
ticast BMAC header translation application 140-1 in proces-
sor 113 as the multicast BMAC header translation process
140-2. Those skilled in the art will understand that the com-
puter system 100 can include other processes and/or software
and hardware components, such as an operating system that
controls allocation and use of hardware resources associated
with the computer system 100.

The device(s) or computer systems that integrate with the
processor(s) may include, for example, a personal com-
puter(s), workstation(s) (e.g., Sun, HP), personal digital
assistant(s) (PDA(s)), handheld device(s) such as cellular
telephone(s), laptop(s), handheld computer(s), or another
device(s) capable of being integrated with a processor(s) that
may operate as provided herein. Accordingly, the devices
provided herein are not exhaustive and are provided for illus-
tration and not limitation.

References to “a microprocessor” and “a processor”, or
“the microprocessor’” and “the processor,” may be understood
to include one or more microprocessors that may communi-
cate in a stand-alone and/or a distributed environment(s), and
may thus be configured to communicate via wired or wireless
communications with other processors, where such one or
more processor may be configured to operate on one or more
processor-controlled devices that may be similar or different
devices. Use of such “microprocessor” or “processor’ termi-
nology may thus also be understood to include a central
processing unit, an arithmetic logic unit, an application-spe-
cific integrated circuit (IC), and/or a task engine, with such
examples provided for illustration and not limitation.

Furthermore, references to memory, unless otherwise
specified, may include one or more processor-readable and
accessible memory elements and/or components that may be
internal to the processor-controlled device, external to the
processor-controlled device, and/or may be accessed via a
wired or wireless network using a variety of communications
protocols, and unless otherwise specified, may be arranged to
include a combination of external and internal memory
devices, where such memory may be contiguous and/or par-
titioned based on the application. Accordingly, references to
a database may be understood to include one or more memory
associations, where such references may include commer-
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cially available database products (e.g., SQL, Informix,
Oracle) and also proprietary databases, and may also include
other structures for associating memory such as links, queues,
graphs, trees, with such structures provided for illustration
and not limitation.

References to a network, unless provided otherwise, may
include one or more intranets and/or the internet, as well as a
virtual network. References herein to microprocessor instruc-
tions or microprocessor-executable instructions, in accor-
dance with the above, may be understood to include program-
mable hardware.

Unless otherwise stated, use of the word “substantially”
may be construed to include a precise relationship, condition,
arrangement, orientation, and/or other characteristic, and
deviations thereof as understood by one of ordinary skill in
the art, to the extent that such deviations do not materially
affect the disclosed methods and systems.

Throughout the entirety of the present disclosure, use of the
articles “a” or “an” to modify a noun may be understood to be
used for convenience and to include one, or more than one of
the modified noun, unless otherwise specifically stated.

Elements, components, modules, and/or parts thereof that
are described and/or otherwise portrayed through the figures
to communicate with, be associated with, and/or be based on,
something else, may be understood to so communicate, be
associated with, and or be based on in a direct and/or indirect
manner, unless otherwise stipulated herein.

Although the methods and systems have been described
relative to a specific embodiment thereof, they are not so
limited. Obviously many modifications and variations may
become apparent in light of the above teachings. Many addi-
tional changes in the details, materials, and arrangement of
parts, herein described and illustrated, may be made by those
skilled in the art.

Having described preferred embodiments of the invention
it will now become apparent to those of ordinary skill in the
art that other embodiments incorporating these concepts may
be used. Additionally, the software included as part of the
invention may be embodied in a computer program product
that includes a computer useable medium. For example, such
a computer usable medium can include a readable memory
device, such as a hard drive device, a CD-ROM, a DVD-
ROM, or a computer diskette, having computer readable pro-
gram code segments stored thereon. The computer readable
medium can also include a communications link, either opti-
cal, wired, or wireless, having program code segments carried
thereon as digital or analog signals. Accordingly, it is submit-
ted that that the invention should not be limited to the
described embodiments but rather should be limited only by
the spirit and scope of the appended claims.

What is claimed is:

1. A computer-implemented method comprising:

receiving, at a network node, a packet having a header;

modifying said header to produce a packet having a modi-
fied header by replacing an original value inside said
header with a less granular value, wherein said modify-
ing said header to produce a packet having a modified
header comprises replacing a nickname in a Backbone
Media Access Control Destination Address (BMAC-
DA) with another nickname; and

forwarding said packet having a modified header.

2. The method of claim 1 wherein said packet comprises a
Shortest Path Bridging (SPB) multicast packet with a Media
Access Control (MAC)-in-MAC header.

3. The method of claim 1 wherein said modifying said
header to produce a packet having a modified header com-
prises replacing a Service Instance Identifier (I-SID) in a
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10
Backbone Media Access Control Destination Address
(BMAC-DA) with another value.
4. The method of claim 3 wherein said another value com-
prises one of the group consisting of an [-SID of a Backbone
Service Instance Tag (I-TAG) of said header, a value config-
ured on said network node, and a value learned through a
control protocol.
5. The method of claim 1 wherein said modifying said
header to produce a packet having a modified header com-
prises replacing a Service Instance Identifier (I-SID) in a
Backbone Media Access Control Destination Address
(BMAC-DA) with another value and replacing a nickname in
a Backbone Media Access Control Destination Address
(BMAC-DA) with another nickname.
6. The method of claim 1 wherein said network node com-
prises one of the group consisting of a Backbone Edge Bridge
(BEB) and a Backbone Core Bridge (BCB).
7. A non-transitory computer readable storage medium
having computer readable code thereon for providing multi-
cast BMAC header translations, the medium including
instructions in which a network node performs operations
comprising:
receiving, at a network node, a packet having a header;
modifying said header to produce a packet having a modi-
fied header by replacing an original value inside said
header with a less granular value, wherein said modify-
ing said header to produce a packet having a modified
header comprises replacing a nickname in a Backbone
Media Access Control Destination Address (BMAC-
DA) with another nickname; and
forwarding said packet having a modified header.
8. The computer readable storage medium of claim 7
wherein said packet comprises a Shortest Path Bridging
(SPB) multicast packet with a Media Access Control (MAC)-
in-MAC header.
9. The computer readable storage medium of claim 8
wherein said instructions for modifying said header to pro-
duce a packet having a modified header comprises instruc-
tions for replacing a Service Instance Identifier (I-SID) in a
Backbone Media Access Control Destination Address
(BMAC-DA) with another value and replacing a nickname in
a Backbone Media Access Control Destination Address
(BMAC-DA) with another nickname.
10. The computer readable storage medium of claim 7
wherein said instructions for modifying said header to pro-
duce a packet having a modified header comprises instruc-
tions for replacing a Service Instance Identifier (I-SID) in a
Backbone Media Access Control Destination Address
(BMAC-DA) with another value.
11. The computer readable storage medium of claim 10
wherein said another value comprises one of the group con-
sisting of an I-SID of a Backbone Service Instance Tag
(I-TAG) of said header, a value configured on said network
node, and a value learned through a control protocol.
12. A network node comprising:
a memory;
a processor;
a communications interface;
an interconnection mechanism coupling the memory, the
processor and the communications interface; and

wherein the memory is encoded with an application pro-
viding multicast BMAC header translations, that when
performed on the processor, provides a process for pro-
cessing information, the process causing the network
node to perform the operations of:

receiving, at said network node, a packet having a header;
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modifying said header to produce a packet having a modi-
fied header by replacing an original value inside said
header with a less granular value, wherein said modify-
ing said header to produce a packet having a modified
header comprises replacing a nickname in a Backbone
Media Access Control Destination Address (BMAC-
DA) with another nickname; and

forwarding said packet having a modified header.

13. The network node of claim 12 wherein said packet
comprises a Shortest Path Bridging (SPB) multicast packet
with a Media Access Control (MAC)-in-MAC header.

14. The network node of claim 12 wherein said modifying
said header to produce a packet having a modified header
comprises replacing a Service Instance Identifier (I-SID)in a
Backbone Media Access Control Destination Address
(BMAC-DA) with another value.

15. The network node of claim 14 wherein said another
value comprises one of the group consisting of an I-SID of a
Backbone Service Instance Tag (I-TAG) of said header, a
value configured on said network node, and a value learned
through a control protocol.

16. The network node of claim 12 wherein said modifying
said header to produce a packet having a modified header
comprises replacing a Service Instance Identifier (I-SID)in a
Backbone Media Access Control Destination Address
(BMAC-DA) with another value and replacing a nickname in
a Backbone Media Access Control Destination Address
(BMAC-DA) with another nickname.

17. The network node of claim 12 wherein said network
node comprises one of the group consisting of a Backbone
Edge Bridge (BEB) and a Backbone Core Bridge (BCB).
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